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Abstract—Mobile users and wireless devices are now the
sources of a large volume of data. In such data-intensive mobile
and wireless computing systems, delay-tolerant network (DTN)
routing plays a critical role in data routing, dissemination, and
collection. In this paper, we first introduce a new routing problem
in DTNs - data-intensive routing - where data transmitted from
one node to another is very large with respect to the size of data
which can be transmitted in a single contact and available buffer
size at relay nodes. In the proposed opportunistic path model,
the contact frequency, contact duration, and buffer constraint
are all integrated into a single routing metric. Then, we design
the data-intensive routing (DIR) protocol where the path with the
highest bottleneck link capacity is defined as the path weight. In
addition, we propose the advanced DIR (A-DIR) protocol which
focuses on the probability that the last message block will be
delivered to its destination within the time constraint. Both the
DIR and A-DIR protocols forward messages to better relays or to
their destinations based on a greedy strategy with the proposed
path metric. Simulations using real mobility traces demonstrate
that the proposed DIR and A-DIR protocols achieve their design
goals.

Index Terms—Delay tolerant networks, DTNs, routing, data-
intensive protocols.

I. INTRODUCTION

Delay-tolerant networks (DTNs) prove useful in many

value-added mobility-based applications such as pocket-

switched networks [1], disaster recovery [2], mobile crowd

sensing [3], and data offloading [4]. The network model of

DTNs is different from traditional wireless networks because

the data transmission opportunities are limited by the disrup-

tive nature of opportunistic networks. To enable end-to-end

communications in such an environment, a number of DTN

routing protocols [5]–[10] have been proposed based on the

principle of store-and-carry, where nodal mobility is exploited

in the message forwarding process. These protocols assume

that the size of packets exchanged among mobile nodes is

relatively small with respect to the size of data which can be

transmitted in a single contact.

In the past few years, trends in DTN protocol designs have

gotten more data-intensive to adapt to the data-driven mobile

computing era. As a result, mobile users and wireless devices

are now the sources of a large volume of data including social

information and sensory-generated data [11] (e.g., image and

video files). To effectively route, disseminate, and collect big

data, we involve the manipulation of data in protocol designs.

For example, Gao et al. [12], [13] designed collaborative

caching and cache maintenance mechanisms to quickly reply

to consumer’s queries in data dissemination. Zhao et al. [14]

developed data replication schemes with erasure codes for a

DTN-based mobile cloud.

However, to the best of our knowledge, there is no study on

how to route big data over multi-hop opportunistic networks.

Therefore, in this paper, we introduce a new class of routing

protocols in DTNs, data-intensive routing. The objective of

data-intensive routing is to maximize the delivery rate of big

data from the source to destination. Our work differs from

traditional DTN routing in several respects. First, the message

routed from one node to another is very large with respect to

the size of data which can be transmitted in a single contact

and the size of available buffer at relay nodes. Even compared

with the existing data-intensive DTN protocols [12]–[14], the

size of the data considered in this paper is large. Second,

in a manner counter-intuitive to the traditional DTN routing

problem, this paper asserts that duplicating more message

copies does not necessarily improve message delivery. To be

specific, the first message block of the first copy of a message

at the head of the source node’s buffer has most likely been

delivered to its destination by the time the first message block

of the second copy is polled from the buffer. Although this

issue can be alleviated by buffer manipulation, we conclude

that introducing more than two copies of a message does not

help message delivery in our simulations.

These differences impose new design challenges upon us.

The key challenge of data-intensive routing protocol designs

is how to model multi-hop opportunistic paths and define

better forwarding relays by incorporating the pairwise contact

rate, contact duration, and buffer constraints. While many

probability models including exponential, hypoexponential,

Poisson, and Pareto distributions have been used to understand

the fundamental performance issues in DTNs, the existing

models cannot be applied to data-intensive routing. To tackle

this challenge, we first build the contact-duration-aware op-

portunistic path model from scratch. Then, depending on how

to quantify the path weight, we design two distributed data-

intensive routing protocols for DTNs. The contributions of this

paper are as follows:

• First, we introduce a new class of routing problems for

DTNs, data-intensive routing, in which the message size

is much larger with respect to the amount of data which

can be transmitted during a contact and be stored in the

buffer of relay nodes. Therefore, in data-intensive routing,
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the contact duration, buffer constraint, and limited forward-

ing opportunities must be taken into account for protocol

designs.

• Second, we formulate the contact-duration-aware oppor-

tunistic path for data-intensive routing, which is modeled

by the Poisson and Pareto distributions. Since such a model

unfortunately does not have a closed-form expression, by

simplifying assumptions, we derive a closed-form solution

to quantify the path weight by the min-max-based metric.

• Third, we propose a data-intensive routing (DIR) protocol

that, for a given message overhead constraint, delivers a

large amount of data to its destination. In our DIR, a

forwarding decision is made at every contact based on the

proposed metric and the principle of the greedy strategy. In

addition, we incorporate buffer manipulation techniques to

improve message delivery.

• Fourth, we further propose the advanced data-intensive

routing (A-DIR) protocol, in which we employ a smarter

metric. The A-DIR protocol further improves performance

by optimizing the delivery probability of the last set of

message blocks.

• Finally, we conduct extensive simulations using a well-

known real trace, CRAWDAD dataset Cambridge/haggle

[15], in order to demonstrate that the proposed protocols

outperform the baseline protocol based on the existing

spray-and-wait solution.

The rest of paper is organized as follows. In Section II,

we formulate the problem of data-intensive routing. With the

contact-duration-aware opportunistic path model, we propose

the DIR and A-DIR protocols in Sections III and IV, respec-

tively. We evaluate the performance of the proposed protocols

in Section V. Section VI reviews the existing works in DTNs,

and Section VII concludes this paper.

II. PROBLEM FORMULATION

A. Network Model

A DTN is represented by an undirected contact graph,

denoted by G = (V,E), where V is a set of nodes and E
is a set of links. Let vi be node i and ei,j be the link between

nodes vi and vj . Link ei,j exists in the graph if and only if

nodes vi and vj have at least one contact in the past. The

inter-meeting time between vi and vj is defined as 1/λi,j .

The probability of vi meeting vj at time t is assumed to

follow the exponential distribution, i.e., λi,je
−λi,jt. Hence,

the probability of vi meeting vj within time constraint T is

obtained by Equation 1.

∫ T

0

λi,je
−λi,jtdt = 1− e−λi,jT (1)

The entire file to be transmitted is called a message and

is denoted by M . Message M consists of l chunks, i.e., M
= {m1, m2, ..., ml}, and each chunk is called a message

block. Two nodes are assumed to be able to send/receive

message blocks while they are in the communication range.

TABLE I
DEFINITION OF NOTATIONS.

Symbol Definition

vi Node vi
N(i) The open neighbor set of vi
λi,j The contact frequency between vi and vj
δi,j The contact duration between vi and vj
M A message M = {m1,m2, ...,ml} with l blocks

T The message deadline

L The number of copies of a message

Bi The available buffer of vi for a msg., Bi ∈ [1, Bmax]
η The number hops between two nodes

pi,j(.) The weight of the link between vi and vj
Hi,j(.) The path weight between vi and vj

The transmission during a contact is assumed to be reliable,

while wireless links among nodes are intermittently disrupted.

We define the average link duration of a contact between nodes

vi and vj by δi,j . For simplicity, we assume that a node can

send one block of a message to another node in one unit time.

For example, if two nodes vi and vj are connected for 60

seconds, then vi can send 60 blocks of M , say m1, m2, ...,

m60, to vj . Since we aim to address data-intensive routing,

the size of message M is relatively large with respect to l,
i.e., l >> δi,j for any vi, vj ∈ V .

Each node has a buffer with a limited size to temporally

store message blocks. For simplicity, we assume that the buffer

at each relay is of the same size. The maximum buffer size and

the available buffer size at relay node vi are denoted by Bmax

and Bi, respectively. The size of the buffer is quantified with

respect to the number of message blocks. For instance, when

Bi = 100, vi can store 100 message blocks. In data-intensive

routing, the size of M is relatively large with respect to the

maximum buffer size, i.e., l >> Bmax.

The notations used in this paper are listed in Table I.

B. Problem of Data-Intensive Routing

To the best of our knowledge, this paper is the first to

address data-intensive routing in DTNs, which is formally

defined below. Let vs be the source node who wishes to deliver

a large message M = {m1,m2, ...,ml} to the destination

vd. The traffic constraint is given by the number of message

copies, denoted by L, and the buffer constraint is determined

by the maximum buffer size Bmax at relay nodes. Given

a message deadline, denoted by T , routing is said to be

successful if all the blocks of a message are delivered to vd
within T . Otherwise, routing is considered failed.

A message can be duplicated to up to L copies, and message

blocks with the same index of different copies are identical.

Let m
(j)
i be the i-th block of the j-th copy of M . Here, we

refer to i and j as the message block ID and the copy ID,

respectively. For any j and j′ (where j 6= j′), two blocks m
(j)
i

and m
(j′)
i are identical. Thus, vd can assemble the original data

M from a set of blocks from different copies.

Data-intensive routing differs from previous DTN routing

problems in that the size of messages is much larger than both

the buffer size, i.e., l >> Bmax, and the amount of data that

a node can transmit at one contact, i.e., l >> δ. In addition,
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the message size considered in this paper is large compared to

existing data-intensive DTN protocols. For example, in [14],

one data item is assumed to consist of 32 blocks and, in their

simulations with real datasets [15], the buffer size that each

node offers for one data item is set to be 96. Our data-intensive

routing handles bigger data; each message consists of 3,000

blocks and each node offers a buffer of 300, as shown later in

Section V.

In this paper, a large message is sequentially divided into

l message blocks. We claim that our work can be easily

extended to incorporate coding techniques, e.g., erasure codes

in which the original message can be assembled from k blocks

out of l blocks.

C. Research Challenges

Data-intensive routing is a new class of routing in DTNs,

and it differs from existing DTN routing problems. As such,

we face new challenges in our research and list them below.

• Challenge 1: The original DTN routing problem generally

assumes that each contact duration is long enough for

one node to forward a message to another node. In other

words, only the contact frequencies between each pair of

nodes affect the routing performance. Thus, the link weight

(or capacity) is simply quantified based on the contact

frequency. However, this is not the case in data-intensive

routing. The link duration plays a critical role in the link

quality. Our first design challenge is determining how to

integrate the contact frequency and link duration into a

single link and multi-hop path capacity metric.

• Challenge 2: Most DTN routing protocols do not consider

the buffer constraint. This is because a DTN routing module

is implemented at the Bundle layer, which is located be-

tween the transport and application layers. Each application

designer shall define the buffer size based on her application

requirement. Consequently, it is reasonable for protocol

designers to assume that each node has sufficient buffer

space. However, the available buffer at each node is of

significant concern, since a message can be too big for

intermediate nodes to store the message pieces in their

buffer. Therefore, our second challenge is incorporating the

buffer constraint into a link and path metric.

• Challenge 3: Additionally, most of existing routing pro-

tocols do not consider path diversity. This is because the

weight of a path at given time instance is always the

same in the existing solutions. For example, Figure 1

shows a contact graph with four nodes. There exist two

paths between vs and vd, i.e., {vs, v1, vd} and {vs, v2, vd}.

Based on the contact frequency at each hop of these paths,

{vs, v2, vd} will be considered the better path. However,

when the path weight is evaluated, the buffer at v2 may not

be sufficient, and as a result, the first path, {vs, v1, vd}, may

be the better path at some time instances. Thus, our third

challenges is utilizing the path diversity for faster delivery.

III. PROTOCOL DESIGN

A. Protocol Overview

In this section, we present a data-intensive routing protocol

(DIR) by utilizing the contact history as well as contact dura-

tion. To optimize the delivery rate, we first introduce the multi-

hop contact-duration-aware opportunistic path model, which

quantifies the probability of all the blocks of a message being

delivered to the destination within deadline T . Unfortunately,

the precise delivery probability has no closed-form solution.

Hence, we build a link weight for single-hop with simplified

assumptions and then propose a multi-hop path weight based

on the min-max metric to define a better path. This approach

integrates the contact frequency, contact duration, and buffer

constraint. With this model, we design a data-intensive routing

(DIR) protocol. For the given deadline and number of copies

constraints, a node with some chunks of a message makes a

forwarding decision based on the proposed path model.

Note that the data-intensive routing is a new class of

routing in DTNs. Although some of existing DTN routing

protocols [16]–[18] consider conatct durations, they are not

intended to handle large data. While there is data-intensive

protocol incorporating a contact duration into a metric [14], it

is primarily designed for packet-level file replications in DTNs

and multi-hop fowarding is not considered. In the existing

contact duration aware routing [19], the delivery probability

model is limited up to two hops and block level message

forwarding is not considered.

B. Contact-Duration-Aware Opportunistic Path

In this paper, we model multi-hop contact-duration-aware

data forwarding between two nodes, vs and vd, within deadline

T . According to [14], the number of contacts and the contact

duration between two nodes within time constraint T can be

modeled by the Poisson and Pareto distributions, respectively.

Let Xi,j be the random variable that represents the number

of contacts between nodes vi and vj . Then, Pr[Xi,j = k] is

computed by Equation 2.

Pr[Xi,j = k] =
(λi,jT )

k
e−λi,jT

k!
(2)

Let Yi,j be the random variable that represents the contact

duration between vi and vj for a contact. The shape and scale

parameters are denoted by αi,j and yi,j , which are determined

by mobility traces or simulations. Then, the probability density

function (PDF) is defined by fYi,j
(y) =

αi,jy
αi,j

i,j

yαi,j+1 if y > yi,j ,

and fYi,j
(y) = 0, otherwise. Let Z

(k)
i,j be the random variable

that represents the summation of k contact duration, i.e.,

Z
(k)
i,j = Y 1

i,j + Y 2
i,j + ... + Y

(k)
i,j , where Y

(k)
i,j is the contact

duration of the k-th contact between vi and vj . The summation

of the contact duration between vi and vj within T , denoted

by FZi,j
(T ), is obtained by the following:

FZi,j
(T ) =

∞
∑

k=1

Pr[Xi,j = k] · f
(k)
Zi,j

(T ). (3)

Here, f
(k)
Zi,j

(T ) is the convolution of the Pareto distribution

with k contacts. Equation 3 can be seen as the link weight of
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two nodes, vi and vj . Let η be the number of hops between

vs and vd. Then, the amount of data delivered from vs to vd
within T , denoted by Hs,d(T ), is derived by the convolution

of FZi,j
(T ). Therefore, the weight of a contact-duration-aware

opportunistic path between vs and vd can be computed:

Hs,d(T ) = F
(η)
Zi,j

(T ). (4)

Unfortunately, there is no closed-form solution for Equa-

tions 3 or 4. In the subsequent section, we will propose a path

metric with simplified assumptions to quantify the probability

of data-intensive being delivered from vs to vd within time

constraint T .

C. Link Weight

To simplify the analyses, we assume the following condi-

tions hold. First, the link from nodes vi to vj is used as a

routing path only when λi,jT > 1, which means that nodes

vi and Vj would have to meet more than once within time

constraint T . For each contact, vi and vj can communicate

for Yi,j unit times. Since Yi,j is modeled by the Pareto

distribution, the expected value of Yi,j can be obtained:

E[Yi,j ] =

{

∞ if y > yi,j
αi,jyi,j
αi,j − 1

otherwise. (5)

Since we assume that one message block can be transmitted

in one time unit, if the contact duration equals Yi,j , then node

vi can send Yi,j message blocks to vj as long as the buffer

size at vj is large enough. Otherwise, the number of message

blocks that vi sends to vj is limited by the receiver’s buffer

size. Therefore, the expected number of transmitted message

blocks is obtained by c = min{E[Yi,j ], Bj}.

Let pi,j(T, l) be the probability that node vi delivers M
with l blocks (|M | = l) to vj within T . At every contact

between nodes vi and vj , node vi can send c blocks to vj
on average. Hence, at least l/c contact events need to occur

within T . Therefore, we may derive pi,j(T, l) as follows.

pi,j(T, l) = 1−

l/c−1
∑

k=0

(λi,jT )
k
e−λi,jT

k!
(6)

D. Extended Contact Frequency

While the link weight modeled in Equation 6 integrates

the contact frequency, contact duration, and buffer constraint,

it does not consider the path diversity. Since the state of

available buffer at the receiver side dynamically changes, a

better path can have a smaller delivery probability at some

time instances. In other words, a node with some message

blocks cannot forward them at a contact with a better relay

because the relay’s buffer is full. Consider a path that consists

of three nodes, vi, vj , and vk, where vj offers a buffer space

for relaying message blocks. Assume that vi sends x blocks to

vj at the first contact. Before vi sends another x′ blocks to vj ,

the vj’s buffer must be cleared by forwarding some blocks to

vk. Thus, the forwarding opportunity from vi to vj is limited

by the available buffer at vj .

Since the available buffer size is time-varying, it is difficult

to incorporate it into the link weight. Instead, we will define

the effective contact frequency between two nodes, where

the value of 1/λi,j increases when Bj (node vj’s available

buffer) is small. We define tf as the expected time that vj
forwards x blocks to the next node, which can be formulated

as follows. The expected number of contacts that vj sends

out x blocks from its buffer is computed by dividing x by

the average contact duration E[Yj,k], where Yj,k denotes the

random variable of contact duration between vj and vk. Let

N(j) denote the open neighbor set of vj . We define the

average inter-contact time between vj and vk ∈ N(j) by

λj = 1
|N(j)|

∑

∀vk∈N(j)
1

λj,k
. By multiplying the resulting

value with λj , the additional forwarding time tf can be

obtained, and we have Equation 7.

tf =
x

min

{

λj ·
1

E[Yj,k]
, Bmax

} · λj (7)

Let λ′
i,j(te, x) be the effective contact frequency between vi

and vj , where te is the elapsed time after vi sent x blocks to vj .

We may derive the effective inter-contact time, 1/λ′
i,j(te, x),

as follows.

1

λ′
i,j(te, x)

=











tf +
1

λi,j
if tf < te

1

λi,j
otherwiese

(8)

By using the effective contact frequency instead of the con-

tact frequency in Equation 6, the effective delivery probability

can be obtained.

E. Path Weight

When the number of hops, denoted by η, between vs
and vd is one, the path weight is simply obtained using

Equation 6. When η ≥ 2, we need to compute the convolution

of pi,j(T ) to approximate Equation 4. However, doing this is

still too complicated and the computational cost is too high for

mobile devices to perform. Therefore, by further simplifying

assumptions, we derive Ĥs,d(T ) to approximate the order of

paths quantified by Equation 4. Then, the path with the highest

value of Ĥs,d(T ) is defined as the shortest path between vs
and vd.

For DIR, we propose a simple path metric, called min-max.

For a given path, the link with the smallest pi,j is considered

the path weight and can be formulated by Equation 9.

Ĥs,d(T ) = min
∀pi,j(T ) in a path

{pi,j(T )} (9)

The above equation metric does not approximate Equa-

tion 4. Instead, the min-max metric can filter out the paths

which contain low capacity links.

Example of the path weight Figure 1 shows a contact graph

with four nodes. The contact frequencies and durations of

each pair of nodes are depicted in the figure. There exist two

paths from vs to vd, i.e., path 1 = {vs, v1, vd} and path 2

= {vs, v2, vd}. Assume that the number of message blocks l is

set as 3000, the message deadline is set as 1000, and each node

can store up to 300 message blocks. At the beginning (i.e.,

t = 0), each link weight is initialized to be ps,1(T ) ≃ 0.977,

p1,d(T ) ≃ 0.934, ps,2(T ) ≃ 0.999, and p2,d(T ) ≃ 0.997,
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Fig. 1. A graph at t = 0. Fig. 2. A graph at t = 30.

respectively. Since link e1,d is the bottleneck, the resulting

weight of path 1 is 0.93. Thus, path 2 is better than path 1 at

t = 0.

Assume that vs forwards 300 message blocks to v2. At 30

unit times later (i.e., t = 30), the effective contact frequency

between vs and v2 is smaller than the original λs,2. From

Equation 8, we have that λ′
s,2(30, 300) = 73 and the resulting

contact graph is given in Figure 2. The residual time is now

T ′ = 970. Each link weight would be ps,1(T − te) ≃ 0.969,

p1,d(T − te) ≃ 0.916, ps,2(T − te) ≃ 0.772, and p2,d(T −
te) ≃ 0.995, respectively. Link es,2 becomes the bottleneck at

t = 30, and therefore, path 1 would be considered the better

path.

F. Data-Intensive Routing Protocol

Based on the proposed path model, we design the data-

intensive routing (DIR) protocol whose pseudocode is given

in Algorithm 1. Let vs be the source node that wishes to deliver

M (|M | = l) to vd within T . Up to L copies of a message

can be duplicated and each intermediate relay provides a buffer

with size up to Bmax. At first, vs adds L copies of M to its

buffer vs.buff by calling the push(.) function.

Let vi be the intermediate node (or the source node) holding

mx for some x in its buffer, and vi meets vj at t. If vj is the

destination vd, vi simply sends as many mx as possible, as

described in lines 3 to 10. That is, at every unit time, vi polls

message block mx from vi.buff by calling poll(.) and then

transmits mx to vd. This continues until the link between vi
and vd is disconnected or until vi sends the last message block

of a particular copy.

If vj is not the destination, a forwarding decision is made

based on the proposed path model provided in lines 11 to 18.

Let prj be the shortest path from vj to vd. The path weight

from vj to vd is computed by Ĥj,d(T − t) for up to η hops. In

addition, vi computes the weight pri of the shortest path from

vi to vd in the cases where vj is not used as a relay. If prj is

greater than or equal to pri, vj is a better relay to forward the

message blocks. In this case, vi forwards as many message

blocks in its buffer as possible to vj , until the link between vi
and vj is disconnected, vj’s buffer exceeds its capacity, or vj
receives the last message block for a particular copy.

If vd collects all the message blocks, mx for all 1 ≤ x ≤ l,
by the deadline t < T , routing is considered successful.

G. Buffer Manipulation

Because a message exchanged among nodes is large in data-

intensive routing, buffer management plays a critical role in

Algorithm 1 DIR(vs, vd, M , L, T , Bmax)

1: /* Initialization: the source node vs does the following. */

2: push(vs.buff ,m
(j)
i ) for 1 ≤ i ≤ l and 1 ≤ j ≤ L.

3: /* Forwarding: vi holding mx for some x does the following
when it meets vj at t. */

4: if vj = vd then
5: repeat
6: mx ← poll(vi.buff ), where 1 ≤ x ≤ l holds.
7: vi sends mx to vd.
8: until The link is disconnected or mx is the last block
9: if vd collects mx for all 1 ≤ x ≤ l then

10: returns SUCCESS.
11: else
12: vi computes prj ← argmax{Ĥj,d(T − t)} up to η hops.

13: vi computes pri ← argmax{Ĥi,d(T − t)} up to η hops.
14: if prj ≥ pri then
15: repeat
16: mx ← poll(vi.buff ), where 1 ≤ x ≤ l holds.
17: vi sends mx to vj .
18: until The link is disconnected, vj .Bj = Bmax, or mx is

the last block
19: /* The failure to deliver M within T . */
20: if t ≥ T and vd has not received mx for some x then
21: returns FAIL.

efficient delivery. In this subsection, we propose two buffer

manipulation techniques to improve performance. Our first

strategy is the elimination of unnecessary forwarding. When

the source node, vs, meets the destination, vd, it identifies the

message block IDs that vd has already received. The corre-

sponding blocks in the source buffer at vs are then removed

in order to eliminate redundant message transmissions.

Our second technique is improving the delivery probability

of the last message block in the source buffer. Figure 3 shows

the inside of the source buffer, where m
(j)
i denotes the i-th

message block of the j-th copy of a message. Assume that

the first and last blocks, m
(1)
1 and m

(1)
l , are transmitted at t1

and t2, respectively, from the source to an intermediate node.

As it takes a long time for a source node to send a large

message, t2 >> t1 most likely holds. In other words, m
(1)
1

has likely reached vd by the time t3 that the first block of

the second copy, m
(2)
1 , is transmitted from vs to either vd or

an intermediate node. In order to take advantage of duplicate

message blocks, the message blocks of the j-th copy (j ≥ 2)

are reordered in decreasing order of the block IDs, as shown

in Figure 4.

Fig. 3. The state of the source buffer with L = 2.

Fig. 4. The state of the source buffer with the buffer manipulation.
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IV. ADVANCED DIR PROTOCOL

A. Overview of Advanced DIR

In this section, we propose the advanced data-intensive rout-

ing (A-DIR) protocol by incorporating a smarter forwarding

scheme into the DIR protocol in Section III-F. The idea of

A-DIR is based on a simple observation: even though the

first message block is forwarded via a non-shortest path (i.e.,

an inefficient path) at a given time instance, that block will

likely have reached the destination by the time the last message

block of the corresponding copy reaches its destination. Thus,

in A-DIR, a forwarding decision is made as long as the

probability that the first block at the head of the buffer will

be delivered to the destination is greater than or equal to the

probability that the last block of the corresponding copy of

a message in the buffer will be delivered within the time

constraint. A-DIR incurs slightly more number of message

block forwarding than the original DIR, since some message

blocks may travel a longer path. However, this observation

yields higher delivery rate compared with the original DIR,

as shown by the simulations using real mobility traces in

Section V.

Note that the last message block does not mean the one at

the tail of the buffer. Assume that the message blocks m
(j)
i

are pushed into the buffer in increasing order of the block IDs

(1 ≤ i ≤ l) and the copy IDs (1 ≤ j ≤ L). If the message

block at the head is m
(1)
100, the last message block for this copy

of a message is defined as m
(1)
l , but not as m

(L)
l . On the other

hand, a relay node does not have all the copies of a message,

and thus, the last message block refers to the one with the

largest block ID of the corresponding copy of the first block

in its buffer. For example, assume that a relay node has 120

blocks with ID ranging from m
(1)
100 to m

(1)
179 and from m

(2)
80 to

m
(2)
119. If m

(1)
100 is at the head of the buffer, the first and last

blocks refers to m
(1)
100 and m

(1)
179, respectively.

B. Path Metric

The probability that the last block of a copy of a message

will be delivered to the destination within a given time

constraint is derived as follows. Let vs be the source node

(or the intermediate node holding some message blocks), and

let vs meet an intermediate node vj at time t. Since we assume

that one message block can be forwarded to a receiver in one

unit time, the residual time to the deadline is computed by

T ′ = T−t−1. Therefore, the probability that the first message

block at the head of the source buffer will be delivered via an

η-hop path from vj to vd within T−t−1, denoted by Ĥ1
j,d(T

′)
is obtained by the hypoexponential distribution as Equation 10.

Ĥ1
j,d(T

′) =

∫ T ′

0

η
∑

k=1

A
(η)
k λke

−λk(T
′)dt (10)

=

η
∑

k=1

A
(η)
k

(

1− e−λk(T
′−t−1)

)

(11)

Here, λk is the contact frequency of the k-th hop at the

path. In addition, A
(η)
k is the coefficient of the hypoexponential

distribution, which is defined as Equation 12.

A
(η)
k =

η
∏

j=1,j 6=k

λj

λj − λk
(12)

Next, we will approximate the probability that the last

message block will be delivered to the destination within

T under the opportunistic assumption that all the preceding

blocks have already been delivered to vd when the last group

of blocks is polled from the buffer. Let vj be one of the vs’s

neighbors in a contact graph. Let l′ be the residual number of

blocks of a particular copy of a message in the vs’s buffer.

As Equation 6, the probability that l′ message blocks will

be transmitted from one node to another is modeled by the

Poisson process derived in Equation 5. After sending out all

the blocks, vs can forward a set of message blocks containing

the last block. Assuming that the number of blocks of the

last set is relatively small with respect to the average contact

duration, the hypoexponential distribution can be again applied

to model a path. Consequently, the probability that the last

packet will be delivered to vd within T ′ is computed in

Equation 13.

Ĥ l
s,d(T, l

′) =

∫ T

t=0

ps,j(T, l
′) ·

η
∑

k=1

A
(η)
k

(

1− e−λk(T−t)
)

dt

(13)

A similar argument holds for modeling path weight from

an intermediate node, say vi, to vd.

C. A-DIR Protocol

The A-DIR protocol is basically the same as the DIR

protocol, whose pseudocode is provided in Algorithm 1. The

difference is the forwarding decision described in lines 11

to 18.

The forwarding decision in A-DIR shall be made as follows.

Let vi be the source node or intermediate node with some

message blocks in its buffer, and let vi meet vj at t. If vj
is the destination, vi simply sends as many mx in vi.buff as

possible to vj . When vj is an intermediate relay, vi computes

the probability that the message block at the head of vi.buff
will be delivered from vj to vd within T ′, where T ′ = T −
t − 1 since sending one message block costs one unit time.

That is, the weight of the η-hop shortest path from vj to vd,

i.e., prj ← Ĥ1
j,d(T

′) in Equation 10, is computed. Then, vi
computes the probability that the last message block will be

delivered via any path from vi to vd within T − t. Let l′

be the number of remaining message blocks for a particular

copy in vi.buff . Thus, the η-hop shortest path, i.e., pri ←
Ĥ l

i,d(T
′, l′), is computed. The forwarding decision is made

when the delivery probability of the first block is greater than

or equal to the delivery probability of the last block. In other

words, if prj ≥ pri holds, vi forwards message blocks to vj .

Otherwise, it refrains from message forwarding.

If vd collects all the message blocks within T , routing is

considered to be successful, and otherwise message delivery

fails.

Example of A-DIR Figure 5 illustrates a contact graph with

four nodes, where vs wishes to deliver M with l blocks
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Fig. 5. An example of A-DIR.

to vd. There are two paths from vs to vd, i.e., path 1 =
{vs, v1, v2, vd} and path 2 = {vs, vd}, and the pairwise contact

frequency and duration are provided as shown in the figure.

Clearly, path 2 is a better path than path 1. However, this is

not necessarily the case when path diversity is considered. At

the beginning, vs has 3000 blocks in its buffer, i.e., l′ = 3000
at t = 0. Assume that vs meets v1 at t = 0, and the remaining

time to the deadline will be T ′ = 3000− 1 = 2999. Then, vs
computes the delivery probabilities that the first block at the

head of its buffer as well as the last block of the first copy

will be delivered to their destination by Equations 10 and 13.

We will have Ĥ1
1,d(T

′, l′) ≃ 0.999 and Ĥ l
i,d(T

′, l′) ≃ 0.895.

Thus, though path 1 is not the shortest path, vs concludes that

it is better to forward message blocks to v1 at this time.

Later, vs meets v1 again at t = 800. The remaining time

and number of blocks are T ′ = 200 and l′ = 250, respectively.

The delivery probability of the first block at the buffer via path

1 is obtained by Ĥ1
1,d(T

′, l′) ≃ 0.779. That of the last block is

computed by Ĥ l
s,d(T

′, l′) ≃ 0.927. Hence, vs concludes that

it would be better not to forward message blocks to v1, and

it will refrain from forwarding until it meets vd.

V. PERFORMANCE EVALUATION

For performance evaluation, the proposed DIR and A-DIR

protocols are implemented along with the source spray-and-

wait (SW) as the baseline. Note that the DTN data-intensive

protocols proposed so far are primarily designed for file

replications and dissemination, and thus, they cannot be fairly

compared as routing protocols.

A. Simulation Configurations

As a real mobility trace, the Infocom traces in CRAWDAD

dataset Cambridge/haggle [15] are applied in our simulation.

The traces contain contacts among stationary nodes (access

points) and mobile nodes (iMotes), which are recorded over

a five to six day period during the Infocom conference. Each

contact contains two node IDs and two timestamps. One refers

TABLE II
SIMULATION PARAMETERS.

Parameter Value (default value)

The number of nodes 41 iMotes

The inter-contact time Given by a trace

The contact duration Given by a trace

The message deadline 1,000 to 300,000 unit time

The num. of message copies 1 to 5 (3)

The message size 500 to 5,000 blocks (3,000)

The buffer size 100 to 3,000 (300)

The num. of simulations 100

to the time when two nodes establish a connection; the other

refers to the time when the connection fails. The contact

duration can be computed by taking the difference between

these two timestamps. However, since the traces are not well-

refined, there are many contact events whose durations are zero

(i.e., two timestamps are the same). In these cases, the contact

duration is considered to be one, i.e., a node can forward one

message block. In addition, we only consider contacts among

iMotes, since our focus is on mobility-based protocol. There

are 41 iMotes in Infocom 2005 (Experiment 3).

While simulation parameters related to node mobility and

contacts are determined by a given real trace, the protocol

parameters are set by ourselves. Our justification for this is that

the message size is set to be larger than the size of data which

can be transmitted in average contact duration and available

buffer of relay nodes, i.e., at least 10 times larger than them

on average. The protocol parameters are set as follows. One

message consists of 500 to 5,000 blocks, and the number of

copies of a message ranges from 1 to 5. Each intermediate

node provides a buffer of 100 message blocks for a source and

destination pair. The deadline of a message ranges from 1,000

to 200,000 unit time. Given a network realization, source and

destination nodes are randomly selected, and the source node

starts message transmission in the middle of a day. Routing is

said to be successful if the destination receives all the blocks

of a message within the deadline. For each configuration, 100

simulations are conducted.

The delivery rate is the ratio at which routing succeeds.

The percentage of delivered message blocks is the number of

message blocks that the destination node receives within the

deadline divided by the total number of blocks of a message.

Note that in some data types, e.g., media files, a portion of a

file is still useful even when not all the blocks are collected.

That is why we employ the percentage of delivered message

blocks in addition to the delivery rate.

B. Simulation Results

Figure 6 shows the delivery rate for different protocols with

respect to the message size. It is intuitive that the delivery rate

decreases as the message size increases, since routing a large

message requires more forwarding opportunities. The A-DIR

protocol achieves the highest delivery rate. To be specific, the

delivery rate of A-DIR is two times higher than SW when the

message size is 5,000.

Figure 7 illustrates the delivery rate for different protocols

with respect to the number of message copies. As the figure

shows, neither the DIR nor A-DIR protocols benefit much

from having more than two copies of a message. This is

because the first message block of the first copy of a message

likely reaches the destination when the first message block

of the second copy of a message is sent out from the source

node. As a consequence, increasing the number of message

copies does not necessarily improve the delivery rate for data-

intensive routing.

Figure 8 presents the delivery rate for different protocols

with respect to the buffer size. The delivery rate of DIR and
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A-DIR increases when the buffer size increases from 100 to

500. However, significant improvement is not observed when

the buffer size is more than 500. Note that the contact duration

of most contact events ranges from 100 to 500 seconds.

Therefore, we conclude that the buffer size is sufficient for

data-intensive routing as long as it is greater than the average

contact duration. On the other hand, the delivery rate of SW

decreases as the buffer size increases. This is because the

source node may forward message blocks to a worse relay

node which will not have sufficient contact duration with the

destination. As a result, the coupon collector’s problem [20],

i.e., some message blocks are not delivered to the destination,

occurs with a higher probability. DIR avoids this issue by

taking the bottleneck link as the path weight, and A-DIR

addresses this by always relaying the last message block to

a better relay.

Figure 9 gives the delivery rate for different protocols with

respect to the message deadline. The delivery rate increases

as the message deadline increases. Both the DIR and A-

DIR protocols show significant improvement compared to SW.

From this figure, we can say that smarter forwarding decisions

are made in the proposed protocols.

Figure 10 depicts the percentage of the message blocks

delivered to the destination with respect to the deadline.

Unlike the delivery rates shown in Figure 9, all the protocols

show similar performance. This indicates that, in SW, some

blocks enter deadlock state and never reach the destination. In

addition, the percentage of delivered message blocks rapidly

increases between 70,000 and 100,000 seconds, because there

are many contacts during this period. In real traces, there are

many contacts during business hours, and almost no contact

events occur during the night.

Figure 11 presents the number of message block forward-

ings for different protocols with respect to the message size.

The total number of message blocks for complete message

delivery increases in proportion to the message size. As a

result, the number of message fowarding of all the protocols

increases as the message size increases. The A-DIR protocol

incurs a smaller message overhead than SW, even though it

provides a higher delivery rate.

Figure 12 gives the number of message block forwardings

for different protocols with respect to the number of copies.

In SW, the source node must refrain from forwarding message

blocks until it meets the destination when the number of

message copies equals one. Thus, the number of message

forwardings in SW linearly increases as the number of copies

increases. Message blocks are forwarded any time a better

intermediate node is found. Furthermore, as discussed in

Section III-G, unnecessary message blocks are eliminated from

the source buffer. Therefore, the message overheads of DIR

and A-DIR are mostly constant, regardless of the number of

message copies.

Figure 13 depicts the number of message block forwardings

for different protocols with respect to the buffer size. In

general, there will be more forwarding opportunities, when

the buffer constraint is alleviated. As seen in the figure,

the message overhead of DIR is smaller than that of the

other protocols. The A-DIR protocol incurs slightly a smaller

overhead than SW does. Figures 11, 12, and 13 demonstrate

that the proposed DIR and A-DIR protocols achieve higher

delivery rates with lower overhead than a straight-forward

approach.

VI. RELATED WORKS

A. DTN Routing Protocols

Any DTN routing protocol relies on the principle of store-

and-carry which utilizes nodal mobility to accommodate the

limited transmission opportunities that result from the disrup-

tive nature of DTNs. The simplest routing is achieved by a

flooding-like protocol called Epidemic [5] which forwards a

message at every contact. While Epidemic maximizes the de-

livery rate without buffer constraint, it also causes a high level

of message overhead. To alleviate this, the number of message

transmissions can be controlled by tickets. In the spray-and-
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wait protocol [6], each node can duplicate copies of a message

up to the number of tickets it has. A better forwarding decision

can be made based on the knowledge oracle [7]; the use of

past contact history improves the delivery rate [8] and reduces

redundant message replications [9]. To optimize a particular

metric, e.g., the average delay, missed deadlines, and maxi-

mum delay, Balasubramanian et al. [10], [18] proposes a set

of utility functions. PRoPHET [16] and MaxProp routing [17]

consider the diversity of paths to improve the delivery rate.

However, none of them was intended to handle large data.

CAD routing [19] incorporates the contact duration into path

metric, but their delivery probability estimation is limited to

up to two hops. In addition, only message level forwarding

is considered in CAD, i.e., a node can forward a message to

a relay node, only when the contact duration is long enough

for the relay node to receive the entire message during one

contact.

B. Data-Intensive Protocols in DTNs

To disseminate a large amount of data in DTNs, Gao et

al [12], [13] introduced collaborative caching. In [12], an

opportunistic multi-hop path is modeled by the hypoexponen-

tial distribution, which is the convolution of the exponential

distribution. Then, the shortest path is defined as the path with

the highest probability of a message being delivered within the

deadline. Gao et al. [13] further adressesed opportunistic data

update to maintain the freshness of cache in DTNs. To handle

a large amount of data, Zhao et al. [14] addressed the data

replication problem, where consideration of contact duration at

each contact is incorporated into modeling the link weight by

applying the Pareto distribution. However, their model covers

only the one-hop link, not the multi-hop opportunistic path.

There are some works [21], [22] on delay-tolerant routing

primarily designed for the Internet and data center networks.

However, these researches do not address the mobility issue,

which is the primary concern for DTN routing.

VII. CONCLUSION

In this paper, we first introduce a new routing paradigm

in DTNs, namely data-intensive routing, which differs from

the traditional DTN routing because the data routed from the

source to the destination is large with respect to the link ca-

pacity and the buffer size at relay nodes. For efficient delivery,

we propose a new contact-duration-aware opportunistic path

model that integrates contact-frequency, contact duration, and

buffer constraint into single routing domain. In addition, we

incorporate the expected contact frequency into the path metric

to utilize the path diversity. Based on the proposed path model,

we propose a DIR protocol in which the path weight is defined

as the min-max metric. In addition, we propose the advanced

DIR (A-DIR) protocol with a smarter path metric, which

focuses on the probability that the last message block will be

delivered to the destination within the time constraint under the

opportunistic assumption that the other blocks will have been

delivered by the time the last block reaches its destination.

The performance evaluation of the proposed DIR and A-DIR

protocols are conducted by simulations with a well-known real

mobility trace, CRAWDAD dataset Cambridge/haggle [15],

and we demonstrate that both DIR and A-DIR protocols

achieve their design goals.
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